
 



Executive Summary 
 

“Ask Captain Cyber” is an AI-powered chatbot that focuses on cybersecurity. This allows 
users of different levels of understanding to ask questions and receive answers they can understand. 
Users can take assurance that the answers are correct, as each answer will be vetted by a 
cybersecurity expert. As the world becomes more interconnected, there are more cybersecurity 
threats than ever before. Users need a reliable way to get information about cybersecurity issues 
they may be facing. This could involve basic IT questions, setting up IoT devices, or securing and 
defending against cyberattacks. Cybercrime is rising everywhere, and anyone can be a target. This is 
especially true with younger and older people more susceptible to scams. Ask Captain Cyber helps 
to fix this problem by providing a reliable source of information for people to address these 
questions. Cybersecurity has become bloated with a lot of information, and it can be hard to find 
what you are looking for. Ask Captain Cyber simplifies this process so that even beginners can 
understand cybersecurity. IoT devices have become a growing cybersecurity threat. Many more 
people are installing IoT devices to connect their lights, homes, phones, cars, etc. These are prime 
targets for hackers and are big cybersecurity threats. From hacking security cameras, spying 
through your webcam, hijacking a smart car or house, or hacking your smart fridge, there are many 
attack vectors a malicious attacker can exploit. Many of these IoT devices can have a lot of 
vulnerabilities that will be unknown to the average user. IoT devices have limited memory and can 
be hard to update. This can lead to an increase in vulnerabilities and poor programming practices. 
Ask Captain Cyber can help users install, configure, and fully understand the security risks and 
vulnerabilities that may be present in these devices. 

Ask Captain Cyber has cybersecurity experts vetting answers. This means that if a question 
is not already in the database, ChatGPT-4o will give a preliminary answer while a vetted answer is 
created for the user. This is to ensure that the answers are truly legitimate. Modern-day AI has a 
problem where it is hard to determine if the information it outputs is accurate. Users can ask for 
sources, but there is no actual guarantee that the AI is summarizing the information correctly. Ask 
Captain Cyber fixes this problem by relying on industry experts with years of experience. Ask 
Captain Cyber also has a process to re-evaluate already known answers. This is because 
cybersecurity is an ever-growing and evolving field. So this method makes sure the information is 
up to date. It is essentially an open-source page for tons of cybersecurity information, where we 
hope there are enough people who are passionate and want to update and help answer users' 
questions. 

The final aspect of Ask Captain Cyber is that it is easy and versatile. Users with little 
experience and cybersecurity knowledge are able to use it and get the necessary answers. People 
who might ask more advanced questions, like college students, can also use it to get good 
information and resources. Finally, experts are able to both contribute and be able to ask more 
high-level questions. In conclusion, Ask Captain Cyber is a vetted AI platform where users can get 
their cybersecurity questions answered from a trusted and reliable source. 

 

 

 



Learning Summary 
 

Development Standards & Practices Used 

To ensure all the project requirements were properly met, we combined our existing 
knowledge base with new knowledge and newly learned technologies. For the front end, we 
manipulated premade WordPress plugins to fit our design. The backend was coded primarily in 
Python. For our AI implementation, we used OpenAI's API. For our text editors and development 
environment, we used VSCode and LocalWP. For our web framework, we used WordPress. For 
testing and development implementation, we used LocalWP. We utilized an agile-waterfall hybrid 
work model to structure our meetings throughout the development of this project.  

We also had to consider many IEEE standards when making this: 

IEEE Standard for Large Language Model (LLM) Agent Interfaces, IEEE P3394, fits because 
we incorporated AI into Ask Captain Cyber. Hence, we had to ensure our system was set up to work 
smoothly with the AI. We also had to ensure the AI-incorporated system could send and receive 
data in our chosen format.  

IEEE Standard for Artificial Intelligence (AI) Model Representation, Compression, 
Distribution, and Management, IEEE 2941, is also associated with our project since it provided 
guidelines for managing the AI technology we implemented. It also discussed the API framework 
for large-scale pre-trained AI models, which we will use in our project. By aligning ourselves with 
the goals of this standard, we demonstrated operational efficiency and proper usage of Ask Captain 
Cyber. 

IEEE Standard for Password-Based Public-Key Cryptographic Techniques IEEE 1363.2-2008 
fitted because we intended to use public and private key pairs for our ambassadors to log in and 
respond to questions. This standard helped with its integration into our system. Secondly, it helped 
ensure that bad actors preying on the site couldn’t steal our data.  

Summary of Requirements 

● User friendly  
● Website developed with WordPress 
● User profiles 
● Account management  
● Mitigated ethical impacts 
● Appropriate AI responses 
● Answer database 

Applicable Courses from the Iowa State University Curriculum  
● COMS 3090: Software Development Practices 
● COMS 2270: Object-Oriented Programming 

 



● COMS 2280: Introduction to Data Structures 
● COMS 3630: Introduction to Database Management Systems 
● CYBE 2300: Cybersecurity Fundamentals 
● CYBE 2340: Legal, Professional, and Ethical Issues in Cyber Systems 
● CPRE 1850: Introduction to Computer Engineering and Problem Solving 
● ENGL 3140: Technical Communication 
● SE 3190: Construction of User Interfaces 

New Skills/Knowledge acquired that were not taught in courses 

One of the most important things we learned from this project is regarding large language 
models. We learned about the metrics used to evaluate LLMs, the methods used to implement 
them, and the potential risks of utilizing such new technologies. We also learned the importance of 
considering all options and balancing a software's capabilities, its monetary expense, and any other 
associated stipulations. Finally, we learned that projects require a lot of flexibility when it comes to 
planning. Designs may need to change depending on incompatible software and technologies, they 
can change to become more optimized, or for any number of reasons. The important aspect is that 
the team is ready for change as it comes and is able to adapt to these changes and move forward. 
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List of definitions  

Large Language Model (LLM): A type of AI model trained to comprehend and generate text 

OpenAI GPT-4o: Specific LLM used for generating text responses to user input 

Artificial Intelligence (AI): Technology capable of simulating human intelligence, such as learning, 
comprehension, problem solving, decision making, and more 

Application Programming Interface (API): A set of rules and protocols that allow software 
applications to communicate with each other 

API Key: Unique identifier used to authenticate requests to interact with the API 

Prompt Engineering: Process of designing input queries to guide AI responses 

Encryption: A data security method that alters data so it can only be deciphered by authorized 
parties 

User Interface (UI): The way a user interacts with a device or software 

User Experience (UX): The overall experience a user has with a product. This is a broad term that 
includes ease of use, how well the user can navigate the product, content relevance, etc. 

Frontend: Software that users interact with directly 

Backend: Web development that focuses on server-side code, logic, databases, and APIs that power 
the frontend 

Database: An organized collection of data that is electronically managed 

Agile: An approach to software development that prioritizes flexibility and iterative progress 

WordPress: Content Management System used for developing websites 

Cybercrime: Criminal activity carried out via computers and the internet 

Phishing: A Type of cyber attack that involves an attacker impersonating someone or something 
trustworthy to steal sensitive data and information 

 

 

 

 

 



1. Introduction 

1.1. PROBLEM STATEMENT 

As the world becomes more interconnected, there are more cybersecurity threats than ever 
before. Users need a reliable way to get information about cybersecurity issues they may be facing. 
This could involve basic IT questions, setting up IoT devices, or securing and defending against 
cyberattacks. Cybercrime is rising everywhere, and anyone can be a target. This is especially true 
with younger and older people more susceptible to scams. Ask Captain Cyber helps to fix this 
problem by providing a reliable source of information for people to address these questions. Ask 
Captain Cyber is an AI-powered chatbot that focuses on cybersecurity. This allows users of different 
levels of understanding to ask questions and receive answers they can understand. Users can take 
assurance that the answers are correct, as each answer will be vetted by a cybersecurity expert. 
Cybersecurity has become bloated with a lot of information, and it can be hard to find what you are 
looking for. Ask Captain Cyber simplifies this process so that even beginners can understand 
cybersecurity. 

IoT devices have become a growing cybersecurity threat. Many more people are installing 
IoT devices to connect their lights, homes, phones, cars, etc. These are prime targets for hackers 
and are big cybersecurity threats. From hacking security cameras, spying through your webcam, 
hijacking a smart car or house, and hacking your smart fridge. Many of these IoT devices can have a 
lot of vulnerabilities that will be unknown to the average user. IoT devices have limited space and 
can be hard to update. This leads to an increase in vulnerabilities and poor programming practices. 
Ask Captain Cyber helps users install, configure, and fully understand the security risks and 
vulnerabilities that might come with these devices. 

Ask Captain Cyber has cybersecurity experts vetting answers. This means that if a question 
is not already in the database, it will give a preliminary answer while a professional answers it. This 
is to ensure that the answers are truly legitimate. Modern-day AI has a problem where it is hard to 
determine if the information it outputs is accurate. Users can ask for sources, but there is no actual 
guarantee AI is summarizing the information correctly. Ask Captain Cyber fixes this problem by 
relying on industry experts with years of experience. Ask Captain Cyber also has a process to 
re-evaluate previously answered questions. This is because cybersecurity is an ever-growing and 
evolving field, so this method makes sure the information is up to date. It is essentially an 
open-source page for tons of cybersecurity information, where ideally, there are enough people who 
are passionate and want to update and help answer users' questions.  

The final aspect of Ask Captain Cyber is its ease of use and versatility. Users with little 
experience and cybersecurity knowledge are able to use it and get the necessary answers. People 
who might ask more advanced questions, like college students, are able to use it to get good 
information and resources. Finally, experts are able to both contribute and ask more high-level 
questions. In conclusion, Ask Captain Cyber is a vetted AI platform where users can get 
cybersecurity questions and answers from a trusted and reliable source.  

1.2. INTENDED USERS 

Anyone with an internet connection and an interest in cybersecurity is able to utilize Ask 
Captain Cyber. We have divided all of these users into three general groups: absolute beginners, 

 



cyber enthusiasts with above-average knowledge and interest, and experts with specialized 
cybersecurity knowledge. The beginners and enthusiasts benefit from gaining knowledge by 
submitting questions to Ask Captain Cyber, which promptly replies with accurate information. 
Anyone on the internet can access Ask Captain Cyber, considering it is a public-facing website 
hosted on ISU’s servers. 

Beginners have little to no knowledge regarding anything cybersecurity-related. This would 
describe the average person with a relatively small interest in cybersecurity. Their need for this 
project would be to ask very simple questions to Ask Captain Cyber. Ease of use for the website 
would likely also be their top need for this project. Making this project intuitive and easy to use 
encourages the user to ask more questions, whereas having a poorly designed website would likely 
frustrate the user and turn them away from the website. This product gives them the basic 
cybersecurity knowledge they desire and can actually utilize in their daily life (i.e., how complex a 
password should be, what a VPN is, and how they can use one, etc). This directly correlates to the 
problem statement by providing a vehicle to deliver cybersecurity knowledge to those who do not 
know much about cybersecurity but want to learn more. 

Cybersecurity enthusiasts have more knowledge about cybersecurity than the average 
person. This would include cybersecurity students, those just entering the industry, etc. Their need 
for this website is to ask more detailed cybersecurity questions and obtain more advanced 
responses. The responses involve more detailed terms and concepts, as well as including resources 
to scientific/research articles. This group of users needs the answers to be very accurate, which is 
the purpose of the answer vetting done by the experts. Accuracy of more detailed responses has 
been a high priority of the project. This correlates to the problem statement since the project 
provides knowledge to all cybersecurity users, including those with more intricate questions they 
may utilize in their studies or even in the workplace. 

Cybersecurity experts are the subject matter experts and the highest authority regarding 
cybersecurity issues. This includes senior professionals in the industry and principal security 
engineers who serve on Cybersecurity standard committees. Experts serve as ambassadors for Ask 
Captain Cyber and vet questions and responses from the tool. Experts will strive to ensure 
responses are relevant and technically accurate enough to satisfy the enthusiasts and ensure 
answers are accessible to beginners/average users. 

 

 

 

 

 



2. Requirements, Constraints, And Standards 

2.1. REQUIREMENTS & CONSTRAINTS 

The following list of requirements is designed to comprehensively cover all aspects of our 
project, ensuring alignment with the values placed on user experience, site security, and ease of 
implementation. 

Functional Requirements: 

Must accurately interpret and respond to user queries. Secure login is also required so 
experts can vet questions without fear of malicious users having access. 

Amateurs: Questions are simple and generalized and must be responded to similarly. 

Enthusiasts: More detailed inquiries that may need diagrams or code snippets to get 
the point across. 

Experts: Need backend access through the login system. Intuitive dashboard to vet 
questions and collaborate with other experts. 

Resource Requirements: 

Ensure the vetted answers are stored in the database for future reference, which can be 
accessed quickly.  

Ask Captain Cyber will need to be able to reference the information stored in the faq, 
allowing it to bypass expert vetting. 

User Experiential Requirements: 

The interface should be intuitive and take users only a short time to determine how to 
interact with the Ask Captain Cyber chatbot. The chatbot should also be relatively fast and 
take just a short time to answer questions. 

UI Requirements: 

The color palette of all Ask Captain Cyber-related web pages should match the preexisting 
colors to promote experience continuity. 

Security Requirements: 

Any user information must be appropriately hashed and stored with standards up to date 
with ISU standards.  

The database must be up to ISU standards and potentially even higher.  

User input must be fully or partially sanitized to ensure no malicious or irrelevant input.  

Ensure ambassador questions are relevant and non-malicious. Security overall must also 
not constrain the app too much.  

Performance Constraints: 

 



Responses that do not need to be vetted by experts should take little time to be generated 
to promote a seamless user experience. 

2.2. ENGINEERING STANDARDS 
After reviewing the IEEE Standards in Everyday Life, engineering standards are evident in 

our daily lives. These standards ensure that everything we interact with is up to a particular 
specification that provides the best experience and protects us from things we might not consider. 
From the moment you wake up, your alarm system and cell phone have been met to the IEEE 802.15 
Family of Standards that focuses on wireless sensor networks (WSNs) and wireless personal area 
networks (WPANs) that we don’t even realize. These standards take on more responsibility as they 
protect our homes, networks, and essential home utilities such as our water and electricity meters 
(IEEE 1701, 1702, 1704 & P13777 are all used for smart metering). As our lives continue, IEEE 
standards are present in autonomous vehicles and the factories manufacturing everything we need 
to make it through our day. Overall, standards are set to protect us and ensure we don’t have to 
question the integrity of our essential interactions with various devices. 

Based on the IEEE Interactive Soccer Stadium, we can see a more in-depth view of standards 
used in large-scale operations such as sporting events at large stadiums or venues. Take 
performance and health tracking, for example. For wearable technology to enhance player safety, it 
must meet IEEE P3141 for 3D Processing, IEEE 1708 for Wearable Cuffless Blood Pressure Measuring 
Devices, and IEEE 11073 Family for Health Informatics. These standards ensure that coaches and 
trainers can make smart decisions based on the information they get from watching the game. 
These three standards are necessary just for a wearable performance and health tracker. Once we 
start to think about how many devices we interact with daily, we will realize how much work, 
research, and development have gone into providing the best experience possible. 

These standards are necessary to protect and give us the best user experience possible. 
Without them, there would be consistent errors or outages in vital instruments that keep our 
society functioning. Thanks to the determined teams at IEEE, we have set baselines that must be 
met for any product or service to make its way to the public environment. Our engineers rigorously 
aligned our project to these specifications to uphold the consistent reliability and sustainability of 
all things digital. 

It was important to know that we ensured our project abided by all IEEE standards relating 
to the technologies we will utilize. As the product of rigorous research, we have determined the 
following standards to directly relate to our project: 

IEEE Standard for Large Language Model (LLM) Agent Interfaces IEEE P3394 

This standard is focused on defining interactions with AI models. It defines protocol 
methods and formats for communication between the AI and the system. With this in mind, its 
main goal is to make AI and system integration as smooth as possible.  

IEEE Standard for Artificial Intelligence (AI) Model Representation, Compression, 
Distribution, and Management IEEE 2941 

This standard focuses on the compression and distribution of AI models. It provides 
guidelines on storage and management. These guidelines and focuses help make AI models effective 
and interchangeable across different hardware and software environments.  

IEEE Standard for Password-Based Public-Key Cryptographic Techniques IEEE 1363.2-2008 

 



This standard focuses on techniques for cryptographic protocols implementing 
public-private key encryption. Its goal is to make this type of encryption more secure and easier to 
integrate when needed.  

After reviewing each standard, we have determined that they are directly applicable to our 
project in multiple ways: 

IEEE Standard for Large Language Model (LLM) Agent Interfaces IEEE P3394 fits firstly 
because we incorporated the ChatGPT-4o AI model into Ask Captain Cyber, so we needed to make 
sure our system was set up to work smoothly with the model. Secondly, we needed to ensure the 
AI-incorporated system could send and receive data in our chosen format.  

IEEE Standard for Artificial Intelligence (AI) Model Representation, Compression, 
Distribution, and Management, IEEE 2941, is also associated with our project since it provided 
guidelines for managing the AI technology we implemented. It also discusses the API framework for 
large-scale pre-trained AI models, which we used in our project. By aligning ourselves with the 
goals of this standard, we promoted operational efficiency and proper usage of Ask Captain Cyber. 

IEEE Standard for Password-Based Public-Key Cryptographic Techniques, IEEE 1363.2-2008, 
fits because we intended to use public and private key pairs for our ambassadors to log in and 
respond to questions. This standard helped with its integration into our system. Secondly, it helped 
ensure that bad actors preying on the site can't steal our data.  

Some other standards found by the team are IEEE 7000-2021: AI Ethical System Design and 
IEEE 23026-2023: International Standard - Systems and Software Engineering – Engineering and 
Management of Websites for Systems, Software, and Services Information. We believe these 
standards also align with Ask Captain Cyber quite well. However, to access the IEEE 23026-2023 
standard, we would have had to purchase it to thoroughly review its specificities, but we still 
incorporated it as we saw fit. For the IEEE 7000-2021 standard, we came to the conclusion to 
implement this with the other AI-specific standards listed above. 

To meet the specifications required by these standards, we had to modify our approach to 
be incredibly detailed. For example, we constructed our chat responses and interactions to meet 
IEEE P3394 so that the system as a whole runs smoothly without failure. As the focus of Ask Captain 
Cyber revolves around providing expertly vetted answers to cybersecurity questions, one of the 
most important things to realize is that we have to keep our backend secure so that no one with 
malicious intent can distribute incorrect information. To ensure this happens, we abided by IEEE 
1363.2-2008 so that there is no risk of our expert's passwords being leaked or guessed. We did not 
have to modify any pre-existing systems we have already built; instead, we worked and designed 
with the intent to fulfill all of these standards' needs so that we did not have to regress further down 
the road and so that future teams working on this project will not have to either. 

 

 

 



3 Project Plan 

3.1 PROJECT MANAGEMENT/TRACKING PROCEDURES 
Our project management style was a combination of agile and waterfall. Our style was very 

similar to agile in that we prioritized flexibility, constant collaboration with each other, and 
breaking down our project into iterative tasks to be completed step by step. We also needed to be 
able to change our project if any changes were required by our advisor, adding to the flexibility of 
the project. Our style was different because we could not meet as consistently as we should have for 
a proper agile management style, since we only met once a week with each other and monthly/as 
needed, with our advisor.  

Our project utilized Git as our code repository, we decided it would be easiest to use Git for 
our project management board. We had five columns: Backlog, To Do, In Progress, Stalled, and 
Closed. Our backlog was for our tasks that needed to be eventually worked on, but were not an 
immediate priority. The to-do column was for tasks that must be worked on shortly to continue our 
project effectively. The in-progress column was for tasks currently being worked on. Stalled was for 
tasks waiting on another task/team member to continue working on it. Finally, the completed 
column was for our completed tasks. As a team, we updated this board consistently to reflect our 
progress on the tasks and thus our overall progress on the project. 

3.2 TASK DECOMPOSITION 
For the backend, multiple tasks and 

subtasks were needed. 

First, we set up a basic database to 
store user/admin data. To do this, we figured 
out how the MySQL database works, what 
plugins would be necessary, and how queries 
are done internally. For example, we found how 
to properly make a database query to fetch 
answers to user questions. We also set up 
another database for the LLM that the AI used 
to pull answers from, and it has 
interconnectivity with other aspects of the 
website. The first basic database needed to be 
connected to the front-end login, and to ensure 
the ambassadors had the correct permissions 
to do what they needed to do. For the LLM, we 
needed to figure out how much data to store 
and how the app will access it, ensuring only 
the right people have access.  

We have also implemented backend 
solutions to handle the authentication and 
validation of ambassadors trying to access user 
questions. 

Afterwards, members of the backend 
team have developed a middleware solution in 
conjunction with existing WordPress plugins, 
allowing the AI API to integrate with the frontend UI. The AI takes the user’s input -> checks for 
LLM similarity -> and if not present, searches the internet-> delivers the response to the user within 

 



a reasonable amount of time. We also considered parallel processing for streamlining efficiency. In 
the case of multiple users concurrently using the bot, it needs a way to know which user to deliver 
the answer to and still run fast. The backend has also implemented a solution to identify when it is 
appropriate to store user questions. This is done via an automated process, also updating the 
information to ensure it is up to date. 

For the frontend of the website, we have utilized WordPress, PHP, a little bit of direct 
HTML editing, shortcodes, and additional plugins to build the user-side screens. Our solution 
allows the utilization of RestAPI calls to the MySQL database from the frontend. 

First, once a user enters the chat view, we establish a secure and stable connection to make 
the conversation quick and seamless. Since we will rely on ready-made answers that have been 
vetted already, we can quickly query pre-formatted answers. If the question has yet to be answered, 
we will then pivot to AI answers and make it known they have yet to be vetted by an expert, and 
offer a notification once it has been. As this happens, we populate the chat screen to emulate the 
ideal experience for the user. 

We also have an expert dashboard where ambassadors can view, collaborate, and vet 
answers. This requires a secure login authorization service, and is done with account management 
plugins on WordPress. This dashboard contains an intuitive screen that lets expert ambassadors 
easily interact with the list of questions and manage their accounts. 

3.3 PROJECT PROPOSED MILESTONES, METRICS, AND EVALUATION CRITERIA 
The various milestones of this project largely consisted of: 

● Webpage implementation completion - All Ask Captain Cyber web pages are up and 
running, with complete functionality. 

● LLM FAQ References - The LLM has proven that it can pull accurate information from the 
FAQ and recognizes when a prompt is unrelated to any FAQ content. 

● Expert Vetting Process - The LLM-generated responses can properly flow through the 
expert vetting stages and make their way to the user. 

● AI is fully functional with stress tests with multiple users.  

Our evaluation criteria will consist of 3 aspects. 

● Intuitive UI implementation - This will be evaluated via a Usability test of our UI. 
● LLM FAQ References - The LLM can reference and learn from the dynamic FAQ. 
● Generation Accuracy - The LLM abides by its initialization prompt restrictions and does 

not stray from discussing solely cybersecurity-related prompts. 

The metrics used to evaluate our UI will come from a usability study for the criteria above. 
We will have various users rate different aspects of the UI out of 10, with this milestone being 
reached when the cumulative UI evaluation reaches a rating of 7/10. This metric is largely achieved. 

For the LLM FAQ references, we require that Ask Captain Cyber scans the database for 
relevant information upon every prompt. We consider this milestone achieved when the LLM 
generates 80% of FAQ-related questions and does not have to be vetted by experts. 

The metric used to evaluate the generation accuracy is that the LLM generates relevant 
information 80% of the time. This will be determined by human consideration of the relation 
between the user prompt and the generated response. This also encapsulates the experts' responses 
to ensure they provide relevant information to the user. 

 



3.4 PROJECT TIMELINE/SCHEDULE 

 

This Gantt chart represents the timeline for the planning phase of our project. The first 
phase of development we finished was product research. This is where we investigated what tools 
we would use, how we would structure this project, and general design work. We finished this task, 
and we are currently working on server testing. This testing ensures the server is up and running, 
and we can actively connect and start working on development. We ensured everyone has a local 
instance of WP on their device to continue development and reviewed what features the website 
already has.  

We then finished an initial prototype for the frontend and backend, which continued 
through November and December. Frontend development involved Login/Signup, Chatbot page, 
FAQ, and a backend vetting page for admins.  

Backend work has been done to set up the user and LLM database, integrate API calls, and 
provide the general security needed. Integrating the LLM, vetting questions, and the front end has 
been the most challenging part of the project, but we had a good plan by the end of November.  

Finally, we spent the rest of the initial semester from November 18th working on getting a 
final prototype working. This includes all pages being up, AI/LLM partially working (answering 
questions), relatively fast speeds, and good security practices in place that are up to ISU standards. 
Once Git is appropriately set, we will assign issues for team members to work on. 

 Since then, we have worked on developing the middleware for the project, implementing 
our aforementioned solutions, and testing them. 

 



 

Figure 3: Semester 2 Gantt Chart 

 This Gantt chart represents the timeline for the implementation phase of our project. A few 
of these tasks overlapped, considering we split off into separate groups within the team to work on 
different aspects of the project simultaneously. The AI variable testing phase involved learning 
about temperature and Top-P and how that affected the AI Assistant’s output. At the same time, the 
frontend and backend teams worked on UI and database development, respectively. 

 The new phases started shortly after our team members got grounded in our 
implementation phase. The middleware development could only begin after significant progress 
was made in our frontend and backend development. The AI prompt engineering started towards 
the end of the AI variable testing, which allowed us to modify the variables as needed. While we 
were testing our implementation throughout the process, most general testing primarily took place 
at the end of our development phases.  

 After our testing phases, the end of our project where we hand off our project and submit 
our documentation to our client/advisor. 

3.5 RISKS AND RISK MANAGEMENT/MITIGATION 
Project Overview  

Risk: Poorly stated project requirements lead to a poorly configured system.  

Probability: 0.4  

Severity: Moderate  

Mitigation: Keep open contact with others regarding individual portions of the project. 
Keeping everyone on the same page will prevent any communication-based 
misconfigurations. 

Team Contract  

Risk: A team contract that doesn't cover many possibilities will lead to teammates abusing 
loopholes. 

Probability: 0.3  

Severity: Low  

Mitigation: Make clear rules that can't be misused. Be professional.  

Product Research  

 



Risk: Research consumes a large portion of time.  

Probability: 0.5  

Severity: High  

Mitigation: Set time limits and make sure people stay on target with what research is 
needed and what shouldn't be researched. 

WordPress Development  

Risk: Unfixable bugs may lead to complete code scraps.  

Probability: 0.6  

Severity: High  

Mitigation: Debug as you code, separating parts, allowing coders to focus and find bugs 
quicker.  

AI Research  

Risk: Filling the database might require too much work for the total time we can spend on 
the project. 

Probability: 0.7  

Severity: High  

Mitigation: Only fill the database with enough data to test the project.  

Server Testing  

Risk: Achieving high performance on the server takes a significant amount of time. 

Probability: 0.5  

Severity: Moderate  

Mitigation: Make sure we have enough performance for the essential operation of the 
project. Speed is out of scope.  

Frontend Development 

Risk: Some user interaction features may not consistently work 

Probability: 0.2 

Severity: Moderate 

Mitigation: We will rigorously stress test all user interaction features alongside the usability 
test 

User Study  

Risk: Low user participation will lead to poor test case coverage.  

Probability: 0.4  

Severity: Moderate  

Mitigation: Work with the student body and client to provide reasons for users to use the 
platform to increase traffic. 

Prototype Development 

Risk: Low number of testers or poor overall test quality  

 



Probability: 0.4 

Severity: Moderate 

Mitigation: Work with Doug to ensure we have enough testers and stay on schedule for our 
tasks. 

During the development of this project, there were a few risks that came and went, and 
some that never even occurred. For example, no risks manifest from the Project Overview, Team 
contract, Product Research, Prototype Development, User Study, and AI Research sections. We also 
did not score each with very high probability values. However, we ran into some slight issues with 
the Frontend Development section, where some features did not initially work, but we ensured 
their reliability with more testing and development. The Server Testing section also brought about 
some issues, not from a performance standpoint, but from a database update standpoint. However, 
these issues were resolved. Finally, the WordPress Development section yielded the most issues for 
us, with plugin compatibility and usage issues. However, these problems were resolved, and the 
project could function as intended. 

3.6 PERSONNEL EFFORT REQUIREMENTS 
The following tables show each team member’s hours spent on each aspect of the project: 

Task->  Project  
Overview 

Team 
contract 

Product 
research 

WordPress 
Development 

AI Research  Server 
Testing  

Frontend 
Development 

User  
Study 

Prototype 
Development 

Casper 6 3 8 6 4 5 5 4 3 

Ethan 7 3 5 6 7 5 4 4 3 

Steven 5 3 7 6 4 5 5 5 4 

Alex E. 6 5 5 5 5 5 6 4 3 

Alek K. 5 4 6 6 6 4 5 4 4 

Caden 6 4 6 5 6 4 4 5 4 

Table 1: Semester 1 work hours 

 

 

Task->  Project  
Overview 

Team 
contract 

Product 
research 

WordPress 
Development 

AI 
Development 

Server 
Testing  

Frontend 
Development 

Product 
Testing 

Backend 
Development 

Casper 3 1 4 3 1 10 1 2 15 

Ethan 2 1 9 1 20 4 1 1 1 

Steven 3 1 7 1 20 3 1 2 2 

Alex E. 3 1 5 1 3 12 1 3 20 

Alek K. 2 1 2 10 2 5 10 1 5 

 



Caden 2 1 2 12 1 3 12 1 2 

Table 2: Semester 2 work hours 

The table of hours regarding personnel efforts during the planning phase of our project in 
semester 1 does not match our efforts in semester 2 during our implementation. We each 
specialized in different aspects of the project instead of all working on everything. 

3.7 OTHER RESOURCE REQUIREMENTS 
As our project is a website hosted on Iowa State servers, we did not need any physical parts 

or materials. We relied on the expertise of our team to get the project where it needed to be. We 
have worked tirelessly to learn about proper backend and frontend practices. These resources 
continually paid off during development, ensuring Ask Captain Cyber worked as intended. We used 
several resources, such as libraries and APIs, to bring Ask Captain Cyber to its full capability.  

The main thing that we needed to request was the licensing for OpenAI’s generative AI 
models, which required a payment to receive our keys when answering questions. We also utilized 
WordPress to host, which will require constant power and connection on the ISU servers, enabling 
our backend engineers to develop plugins to handle all of the events and queries from Ask Captain 
Cyber. We have a middleware to handle the database and OpenAI connection to and from the front 
end. On the front end, we required libraries to style the website intuitively. Overall, our required 
resources, parts, and materials were relatively low, and we were able to leverage our education and 
expertise to use our resources to their full potential. 

The final resource is that Doug and the ISU department will need to gather cyber 
ambassadors to test the website and vet answers. This is more of an issue that regards our advisor 
and is out of scope for our team. 

 

 

 

 

 

 

 

 

 

 

 

 



4  Design 

4.1 DESIGN CONTEXT 

4.1.1 Broader Context 

The following table lists broad contexts in which our design problem was situated: 

Area Description Examples 
Public health, 
safety, and 
welfare 

Ask Captain Cyber helps vulnerable 
users who are not as technically literate 
as others. This is important in an ever 
growing hostile cyberspace, where 
cybercrime is on the rise. Cybercrime 
often goes beyond monetary loss, which 
is why it is important for the general 
population to be knowledgeable about 
these subjects. 

An older person who is more 
susceptible to scams can use Ask 
Captain Cyber to avoid potential 
cybercrimes and scams they might 
have fallen for.  
 
A child who does not have much 
awareness about the criminals on 
the internet may fall for 
cybercrimes. They can use Ask 
Captain Cyber for advice.  

Global, 
cultural, and 
social 

The cybersecurity community wants 
people to be more secure and avoid 
monetary and data loss. Ask Captain 
Cyber helps to advance this goal by 
educating people who are not as 
technologically knowledgeable about 
these topics. 

If an employee works for a 
company in a critical sector, who is 
less knowledgeable about cyber 
threats might pose a risk to many 
more people. With Ask Captain 
Cyber, they can become more 
knowledgeable and avoid making a 
cyber mistake.  

Environmental  Our project operates on existing 
hardware from Iowa State University and 
OpenAI’s LLM servers, which limits any 
contributions to emissions from our 
project. 

Hosting on Iowa State servers with 
existing infrastructure and 
utilizing cloud solutions reduces 
the need for additional hardware. 

Economic Our product is free for all users who 
have access to the internet. Iowa State 
has already purchased the servers the 
website will be hosted on and pays for 
any costs related to hosting this project. 

Depending on how large the LLM 
gets with time, we might need a lot 
of storage which could cost more 
money, but not a significant 
amount. This project will not 
economically hurt or benefit any 
specific sector. The only potential 
concern is if a user asks about a 
specific product and our AI 
convinces them to buy it.  

Table 3: Broader design contexts 

4.1.2 Prior Work/Solutions 

One similar solution is called the Departmental Intelligent Neural Advisor (DINA) [1] 
created by a professor at the University of Iowa. DINA is a chatbot designed to specifically discuss 
coursework at the University of Iowa with students. Our group talked with Tyler Bell, the primary 

 



developer of DINA, and obtained a lot of useful information we were able to apply to our project. 
DINA uses ChatGPT’s Assistant API [2] as the backend which answers all the questions. Prompt 
engineering is also used to configure the Assistant to act as a course counselor and only answers 
questions related to that. This knowledge is extremely helpful towards our project because we can 
prompt engineer OpenAI’s Assistant API to perform as a cybersecurity chatbot that refers to itself 
as Ask Captain Cyber. 

ChatGPT and other AI solutions are very similar to our product and we will be using their 
APIs for our project. The main difference is that ChatGPT does not have experts verifying answers, 
and it does not allow you to access the questions people ask. Our project allows experts to see 
answers and responses so that they can either answer it or verify its authenticity.  

Pros: 

● Free to use 
● Verified by experts in the field 
● Maintained by passionate people in the cybersecurity industry 
● Focused on educating people who are less technology knowledgeable.  

Cons: 

● Less flexibility compared to using the internet or other AI platforms 
● Brings in no income or revenue streams 
● Has a significantly smaller LLM to work off of compared to other tech giants. 
● Has to compete with incredibly large tech companies with more time, money, and 

resources to their disposal.  

Another similar website is Stack Overflow, a technical Q&A platform designed to help 
students and developers learn and share technical information worldwide [3]. This website is 
similar in that anyone can post a question and an expert, or someone knowledgeable in that field, 
can answer it for them. This is similar to our project requirement that even though the AI provides 
a response to the user’s question, it still must first be verified by a person to ensure accuracy. 
However, with Ask Captain Cyber not just anyone can answer the question. It must be someone 
who has been approved as a cyber ambassador through the cybersecurity outreach program here at 
Iowa State [4]. 

 

4.1.3 Technical Complexity 
Ask Captain Cyber utilizes PHP, WordPress, AI development, database management, and 

AI integration with WordPress. There are a lot of moving and interconnected parts to this project. 
We created a system where ambassadors can view user prompts, answer them, and have the answer 
be saved. There is potential when Ask Captain Cyber opens to the public that it will deal with 
hundreds or thousands of questions, so we developed a database that organizes these questions and 
prioritizes ones that may be asked multiple times. 

There were numerous challenging requirements that were addressed to match industry 
standards and existing projects. The first was dealing with real-time AI responses and updating the 

 



system quickly to get the response back to the user as quickly as possible to ensure a good user 
experience.We also had to integrate the middleware to quickly query the database, and decide 
whether to pass the answer to the AI, or return it to the user. Another requirement we addressed 
was secure user authentication for our experts. Considering we previously had a login system for 
our approved cyber ambassadors from another program, we ensured their credentials stayed secure 
and integrated public-key cryptography to meet Iowa State and IEEE standards. Also, we ensured 
Ask Captain Cyber was implemented ethically and can only output ethical answers to users to 
prevent the spread of misinformation, bias, or even malicious information. We accomplished this 
through rigorous prompt engineering and testing that fine-tuned how it would output responses to 
users. Since Ask Captain Cyber only answers cybersecurity-based questions, it is very important 
that it responds only with ethical information so it does not negatively impact anyone, which adds 
another layer of complexity to the project design. 

4.2 DESIGN EXPLORATION  

4.2.1 Design Decisions  

Due to the scale and details behind this project, there have been many important decisions 
for developing Ask Captain Cyber to ensure the highest response accuracy, query response, and user 
experience. 

One of the most important decisions we made was regarding which AI model to 
use—which we ultimately decided to use OpenAI’s ChatGPT-4o. We chose this model because it 
offered important features such as access to real-time data and web searches and the best balance of 
cost and LLM capabilities. These aspects are important because they enable Ask Captain Cyber to 
have access to live information and minimize AI generation response times. 

Decision regarding which frontend design language to use - we decided to develop 
WordPress plugins that can easily be integrated into the WordPress site. This requires PHP to 
handle backend and middleware queries that return the information to be displayed to the user. 
There is extensive support and plugin development that guided us during this process. Allowing for 
quicker and easier development of our project. 

Since beginning the implementation phase of our project we have made revisions to our 
previous design and added key components that are now the backbone of our final product. Our 
final design has several components that need to communicate with each other. The WordPress 
server, MySQL database, and the OpenAI API all were developed differently and don’t have code 
libraries that allow communication between them natively. We requested an on-premises Ubuntu 
linux server to implement a custom FlaskRestAPI for all of these components to properly 
communicate and send data between each other. We succeeded in creating a custom RestAPI that 
uses several python libraries such as SQLAlchemy, WP API, and OpenAI API to provide the bulk of 
the functionality for our Captain Cyber AI. Our RestAPI also needed security components 
developed to prevent potential malicious users from accessing the server. JWT (Json web token) was 
used to authenticate users, server actions are logged using the flask logger library, and user logins 
are recorded in a similar manner. We decided to split our endpoints into user and admin endpoints 
to make it more modular.  

For our chat bot AI to function properly we needed a database of curated knowledge and 
we have chosen MySQL to store our questions and answers. There are several table fields that assist 
with overall functionality of the API, and endpoints that allow the WordPress webpage to 
communicate with our API to send and pull data for our Captain Cyber AI (OpenAI chatbot). 

 



Originally, we were intending on having a ReactJS for maximum customization however, we 
found that this was not the most efficient method of development. After further research into how 
WordPress works, we found several plugins that offer frontend customization that can be easily 
implemented into our site. We decided on using WPCode which allows us to create PHP, HTML, JS 
code blocks that can be hosted on our site without having to create our own plugins and files. With 
the freedom of not having to develop custom plugins that come with several deprecation warnings 
and tedious configurations, we were able to focus solely on the functionality and appeal of the 
frontend to offer premium user interaction and experience.  

4.2.2 Ideation  

The bulk of the ideation process for the project lies in our OpenAI LLM implementation. 
There were many critical aspects we considered such as the number of parameters, if it has access to 
real-time information, cost, and its response time. Ultimately, we decided that OpenAI’s GPT-4.0 
solution would work the best for our use case. To form our backend we used a collection of python 
API libraries that interface with our main components, WordPress, OpenAI, MySQL, and Flask. 

4.2.3 Decision-Making and Trade-Off  

To make this decision, we developed a weighted decision matrix to compare and contrast 
each LLM and gain a better understanding of their strengths and weaknesses. 

Model Provider Context Pricing Total 

GPT-4o OpenAI 6 8 14 

Gemini 1.5 Pro Google 6 6 12 

Llama 3 Meta 3 8 11 

Claude 3 Opus Anthropic 8 1 9 

GPT-4.o OpenAI 7 3 10 

Table 4: LLM trade-off matrix 

This decision matrix evaluated two different critical components of our LLM to provide 
context and pricing. Pricing related to the cost of operation of our Ask Captain Cyber project, with 
context defining the amount of text data it can consider simultaneously. By examining each 
criterion, we determined that GPT-4o would be the best option for our use case, offering a relatively 
cheap price while still maintaining its capability to process large amounts of text. 

4.3 PROPOSED DESIGN  

4.3.1 Overview  

Ask Captain Cyber is a cyber-security-focused chatbot that is able to answer users’ 
questions relating to cybersecurity, with support for all levels of complexity. Questions that have 
not been answered will be generated by an LLM and vetted by experts to ensure accuracy. Our 
high-level design is illustrated in Figure 4: 

 



 

Figure 4 - “Ask Captain Cyber” Architecture 

In the diagram depicted in Figure 4, we have the program control flow and the user 
interface flow. The program control flow diagram outlines the backend implementation of our 
project, where prompts are checked to see if an answer exists in our FAQ, and if they don't, they are 
AI-generated and then vetted by experts. The user flow diagram shows how the frontend 
implementation of our project will work, with six total screens allowing users to log in, vet 
questions, read the terms and conditions, view the FAQ page, query Ask Captain Cyber with their 
prompt, and a landing page explaining what the tool does. This high-level view of the front and 
backend of our project is representative of our implementation. The various subsystems, such as the 
FAQ and generation, are critical to this process, as they ensure a good user experience. 

 

4.3.2 Detailed Design and Visual(s)  

For the backend of the design we decided to create a new mySQL database on the 
WordPress server. This database will have two tables, qa_data and categories. Qa_data will hold all 
question and answer data, while the categories table will hold a list of categories with their 
corresponding id. The database will have numerous columns that will be used to organize and sort 
questions . Tags, status, and updated_at can be used to sort questions and query the database 
effectively based on time, or keywords. The categories table is a fast and effective way to sort 
categories based on their id, and this will lead to unique categories that can have many questions 
attached to them. The two tables can be joined to do advanced queries based on categories,status 
and questions.   

Questions can be manually inserted by ambassadors using our API. This database will have 
many ways to sort and categorize information, but the vetting page will simply display a question 
that has a status of Pending. However, that's just the front end aspect. The API will still be 
accessible for more functionality and can be used for future front-end usability. The database must 
also be scalable because we do not know how many questions could be added. Right now there is 
no implementation for chunking data, but that would only be required if the database was 
exceptionally large. The database  also has functionality to seamlessly update a previous question 
and answer because cyber security is a growing field and things can change.  

 



The final database will be queried by using AI to generate dynamic SQL inputs based on 
user keywords. If it matches a question it will return that question, otherwise it sends the user input 
to Ask Captain Cyber that will respond to the user. This entire process usually takes no more than 5 
seconds, mainly because it sends the data as a single chunk, rather than responding live.  

qa_data table 

id question answer category
_id 

tags Status 
(Answer
ed, 
Pending, 
Tempora
ry 

created_
at 

updated
_at 

categories table 

id Category name 
 
 For facilitating communication between all components of our design our backend has a 
custom Flask RestAPI middleware server. This middleware server runs as a perpetual service on a 
Debian Linux VM ensuring that Ask Captain Cyber is accessible to users at all times. The Flask 
RestAPI for Ask Captain Cyber is simple enough that its functionality can be split into four python 
scripts. Admin_routes.py provides the blueprint functionality for the vetting dashboard, which 
includes POST, PUT, and GET requests to make edits to database questions as well as pull from the 
database. User_routes.py provides a blueprint for chatbot functionality allowing for user input to be 
collected and sent to the OpenAI API for response generation. Models.py provides the database 
scheme for our MySQL database that allows us to make what is used in the previous files to make 
queries for the database. App.py sets up the logging for the entire Flask RestAPI including the 
formatting, and declares the blueprints from the previous files to run the service on the server. All 
related code files above are provided in the Appendix 5.  The dataflow and communication is 
outlined in Figure 5 below. 
 
 Our Ask Captain Cyber AI hinges on the OpenAI API platform, which has a robust web 
interface with features that allows us to test prompt our OpenAI Assistant (Ask Captain Cyber) 
using the GPT-40 model, and view our usage of the API with associated costs. Our Flask RestAPI 
connects to OpenAI using an API key, and queries the API to create a SQL query for our SQL 
database. All completed queries to the API and user input from our chatbot interface that 
correspond to the SQL queries are logged and viewable on the OpenAI API platform. The logging 
dashboard and an example of an API completion log are viewable below in Figure 6. 
  

 



Figure 5 - Ask Captain Cyber Front & Backend implementation and Dataflow

 



 

 
Figure 6 - OpenAI API Platform Log Dashboard & Completion Log Example 

The frontend aspect of Ask Captain Cyber, as seen in Figure 7 and 8, is designed so that the 
information is clearly presented with little to no other distractions. It is meant to be a decluttered, 
simplistic design that maintains the theme of the broader website. This allows the user to focus on 
learning more about cybersecurity and less about how to explicitly interact with the site. 
Furthermore, when they land on the website, there is a short summary of the project and a 
disclaimer so that they are aware of potential pitfalls or consequences of malicious use of Ask 
Captain Cyber. Additionally, the experts have an intuitive dashboard to view questions waiting to be 
vetted, with parameters updated accordingly.  

 



 
Figure 7 - Vetting Dashboard 

 

 

Figure 8 - Chatting with Captain Cyber 

 

 



4.3.3 Functionality  

For the backend, we made the decision for the data exchange to hinge on having the Flask 
API (middleware) wait until a user asks “Ask Captain Cyber” a question. The frontend will call our 
Flask middleware/chat endpoint. The Flask API will then go and send the response to the OpenAI 
API to generate a valid SQL query for our database. The API passes in SQL database schema and the 
user input. OpenAI will then return a query, in which the Flask API will then query the current 
database using the returned query. The query will query the question's value in the table to see if an 
answer matches the question or contains key words. If it does, it will just return the first question it 
queries. 

If the database returns empty from the query, the middleware sends the user input to the 
OpenAI API to generate a response to the question. We have carefully engineered the Ask Captain 
Cyber prompt to return a tailored response to the user. The app also tells the user the answer was 
generated by AI. The question will be logged in OpenAI Completion logs. This is for security and so 
that the ambassadors can view what questions users are asking. Afterwards they can add a 
professionally vetted answer to the database.  

Originally we were going to send unanswered user questions to a database for the 
ambassadors to look at, but the whole point of the database is to have a specific, expert verified 
knowledge set. So instead we decided to log the questions, and if ambassadors believe it is a good 
question, they will answer it and insert it into the database. This works much better because 
otherwise irrelevant questions would flood the database, and overwhelm ambassadors, defeating 
the purpose of the database in the first place. These questions will be stored in the OpenAI 
Completion logs, so Iowa State University does not have to deal with any in-house storage.  

The database is hosted on the WordPress server. It uses a remote sql user that only accepts 
connections from the middleware. This SQL user only has the ability to Insert, Update and Select 
from the database. This is for security concerns and to ensure only the middleware can access the 
database. All inputs are sanitized using SQLAlchemy, which means no user statements are inserted 
directly into the SQL statement. The statements use parameterization so that any input will not be 
run as a command. This makes SQL injection vulnerabilities much harder to exploit. The frontend 
also connects to all the end points and implements proper security techniques. 

 For the frontend we developed a vetting page, a chatbot page, and account management 
pages. The vetting page allows for ambassadors to “vet” and fine tune ai-generated answers. The 
chatbot page is where users can talk to the bot and give it questions to answer. The account 
management page also helps with account management, with the registration page locked behind 
administrator access so that not anyone can create an account. 

4.3.4 Areas of Concern and Development  

Cumulatively, our design and process is focused on user accessibility, maintaining our 
user-centric approach and ensuring that user needs are taken care of. As stated throughout our 
design documentation, ensuring that Ask Captain Cyber is intuitive and easy for customers to 
interact with is a key feature. This requires our site to be useful to a wide range of experts. Keeping 
this in mind, we must establish an efficient frontend-backend communication protocol and an 
accurate response system that does not leave the user with more questions. 

Early in our design process this raised some concerns that we had to account for to deliver a 
sustainable and efficient product. To begin, we were required to host Ask Captain Cyber on 
WordPress. In order for the user interface to be customizable and dynamic, we had to make sure the 
responses are pulled from the already vetted answers before relying on the AI implementation so 

 



that we know what information is being provided to the user. If there is no readily available answer, 
it utilizes the AI’s API to provide an answer despite it not being vetted by an expert. After our 
previous meeting with Dr. Jacobson, we gained a deeper understanding of how to design the expert 
login. For each chapter of ambassadors there will be one login that they can use to vet the answers. 
This could make it easier than we initially thought, as there won’t be as many experts to adhere to. 
Finally, we must provide a list of related questions for each question a user asks. This will require an 
efficient and accurate system to find related topics to each question.  

To address these concerns within our solution, we have to focus on both user needs and 
requirements provided by our advisor. We developed a frontend that is intuitive and easy to use that 
leaves no room for confusion when interacting. Our backend and security team also built efficient 
plugins that adhere to our goal of a secure and impenetrable backend that can be efficiently 
searched to provide accurate and detailed answers to many potential questions. Since we just 
recently met with our advisor, we had a couple of questions to ask. These ranged from what kind of 
login system he wants, whether or not a multifactor authentication is necessary, and what 
disclaimers must be shown to users. As we implement the answers to our questions, more questions 
will surely arise; however, we have built a positive relationship with Dr. Jacobson that will allow us 
to be open and honest with the roadblocks we face.  

As far as the frontend development goes, we did run into certain challenges that we had to 
mitigate in a timely manner in order to complete our project. We had originally been planning on 
using the ReactJS framework in order to build our chat and vetting pages but quickly realized that 
WordPress relies heavily on plugins and does not support a ReactJS project without intense 
configuration. After further research in how WordPress sites are managed, we utilized the vast 
plugin library that WordPress offers to find a supported plugin that would allow for a custom UI. 
We eventually came across WPCode which allowed us to create code snippets, called shortcodes, 
that can be implemented into the site via blocks. We then developed shortcodes to overcome the 
challenges we faced that not only let us design, test, and implement frontend aspects but also be 
easily moved around and changed in order to maintain them in the future. 

For the middleware we used we needed a way for Wordpress to communicate with openAI 
and there needs to be database connectivity. One concern is that we do not want users to directly 
access the database. We need some way to control the flow of where the users can access. Having an 
API middleware fits this perfectly because every user has to route through our middleware. This 
allows us to have more control compared to just using wordpress. We also found that Wordpress 
would not give us the functionality that we needed and Wordpress limited our freedom for what we 
wanted to do. This required us to be flexible with our development.  

 We needed some other way to pass along communications between WordPress, the 
database, and OpenAI. Our Flask API server fits this role and allows us to modularly add new 
features with ease which makes it scalable. It also gives us a lot more functionality because we do 
not have to be confined with wordpress, and can instead use the full power of python. This makes it 
significantly easier to add new functionality, because now instead of having to work with the 
restrictions of Wordpress, you can just add a new API endpoint in python to have all the 
functionality a future developer might need.  

Another issue of the backend is how to organize the database. We needed a way to 
categorize questions and allow for good search queries. We first thought of using categories on a 
single table but that would be messy and chaotic. So we created a new table that could store 
category IDs with their names. This allows ambassadors to organize questions based on IDs rather 
than strings. We also needed a way for ambassadors to know what the status of a question is. We 
decided to use: Answered, Pending, and Temporary. We believe this gives enough states needed to 

 



categorize a question. There is also a tag category. This is still implemented but not used. The 
original purpose was to take key words from the question and those could be the tags. However, we 
can just use basic SQL functionality to achieve a similar result. We decided to leave the tags in as 
another feature if ambassadors wish to utilize it.  

4.4 TECHNOLOGY CONSIDERATIONS  

One of the main technologies we are using is ChatGPT-4o. One of the strengths of using 
this is that it has a large support backing compared to other AIs. But it does have a weakness that 
we will have to work around, and this weakness is being confidently wrong. One of the ways we are 
getting around this is by using ambassadors and our own data set. Another technology 
consideration we are using is WordPress. The main advantage to using this is it would help provide 
a start to the website and has a lot of plugins that we can use. One disadvantage to using WordPress 
is that our project might require things that WordPress doesn’t have plugins for. We can overcome 
this by simply making our plugins. WordPress also has a lot of built-in features and plugins, such as 
databases, which makes it a lot easier to develop. 

4.5 DESIGN ANALYSIS   

We tested a few different AI models available online and conducted a plethora of research 
to ensure a seamless implementation of our Ask Captain Cyber application. We also finished 
building the frontend for multiple web pages used in the project and found some plugins that have 
been invaluable for us. Iur proposed design worked well and is vastly representative of the final 
project. One issue we had initially was setting up our local environments, but this issue was 
resolved. Overall, our design proved feasible and was able to successfully launch by the deadline. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 



5  Testing  
Testing is crucial to ensure Ask Captain Cyber's functionality, reliability, and security. Given 

that the nature of this project is an AI-powered chatbot hosted on WordPress that offers 
cybersecurity-related questions to users of various expertise that experts have vetted through their 
dashboards, our testing plan emphasized data integrity, user experience, and system security. This 
platform must deliver accurate responses to user queries, maintain a seamless user experience, and 
protect the data that the users will be given, and our test focuses on that.  

This proposes a unique set of challenges that our system design must consider. Even 
though our answers will be vetted by the cybersecurity experts, we still must ensure that the AI is 
giving accurate answers that require little to no expert manipulation. We want them to focus on 
working through the queue of questions and answers and less on meticulously scouring the 
AI-given answers and adding context or fixing issues. This will require accurate, prompt 
engineering. Since we are catering to users with a wide variety of understanding in the world of 
cybersecurity, we will have to do user role testing by simulating the different types of questions that 
will be asked. This will ensure that the answers are not only accurate to the question but use the 
best wording to explain the topic. To make the vetting process as efficient as possible, the expert 
dashboard must evolve dynamically, consistently updating in real time with new questions that are 
coming in. We must account for these updates so there is no disruption in functionality. 

5.1 UNIT TESTING 

The tools that will be tested are the chatbot responses, admin user authentication, database 
querying, and expert dashboard functionality. While we will have other components in the website, 
such as an FAQ and about page, these units will be static and not be constantly changed or need 
updating. In order to efficiently test these units, tools such as HTML, and Javascript for the frontend 
and PHPUnit for the WordPress backend will be suitable for our testing strategy.  

5.2 INTERFACE TESTING 

Since Ask Captain Cyber is a website, the interface being used is simply a computer or 
phone with a wifi connection. Similar to other chatbots, users will simply type in their questions 
and then wait for their response. This interface is manually tested, ensuring that it is intuitive and 
responsive to various screens or devices. We also tested that each menu, link, button, and input 
field acts accordingly. Furthermore, we manually tested that errors are consistently and accurately 
displayed when something such as an incorrect password is entered or if a non-vetted question is 
attempting to be published to a user. Our interfaces are simple to the user level and are manually 
tested without having to configure specific tools to act on them. 

 We also tested interface testing for the admin dashboard as well. We needed to make sure 
admins could sort and filter questions. We also tested the middleware to make sure it responded 
with all necessary information in real time to the dashboard. Admins must also easily be able to edit 
or alter questions, and send it back to the database seamlessly. This can be manually tested and 
won’t need any special tools.  

5.3 INTEGRATION TESTING 

Some critical integrations mainly include WP and the LLM we plan to use. We used 
OpenAI API as a base for our AI, then tailored it to what we want. Integrating OpenAI API with our 
Flask middleware which connects to WordPress was the main critical integration path. This was 
tested using Postman for testing the Flask Endpoints. OpenAI API backend has built in testing 
where we can test various user inputs.. We then set up a user prompt front end, and ensured it's 

 



able to send and receive the answers given from the API. Finally we integrated a logging system to 
store the answers/questions for use. This was critical and challenging because WordPress did not 
have a good way to implement this. Most of this was tested manually. 

5.4 SYSTEM TESTING 

Our system level testing strategy consisted of multiple layers, encompassing integration 
and fullstack, amongst other aspects. Our method of conducting interface testing was by testing 
frontend interactions, such as demonstrated in the appendix of our work in progress front end 
build. Verifying that UI elements such as buttons, forms, and all pages correctly work and/or 
navigate to the corresponding page was critical in ensuring that our project is fully functional and 
reliable. Our unit testing was done by testing individual components, and especially edge cases. 
Testing these inputs helps make sure they properly interact with the rest of the system and do not 
manifest any unexpected behavior. Our primary tool for executing these tests was with LocalWP, 
where the in-development solution can be tested on a local environment, not affecting any 
in-production products. We also have a development server for the middleware where we have the 
database and Flask endpoints that handle the routing. This is our development server where we 
have broad access to tests without disruption. We can then use postman to try out each endpoint 
and ensure its returning the correct values.  

5.5 REGRESSION TESTING 

As we developed we also continued to test to ensure that new additions do not break old 
functionalities by locally testing all of our changes. We also tested these changes using LocalWP 
across multiple machines to ensure it is not only subjectives working on a single device. One of the 
most critical features we needed to ensure that we did not break is the existing Cyber House Rock 
website made by Iowa State University. This was critical since our project is integrated within the 
website and we had to make sure what already exists remains functional. We also made sure that 
the “Ask Captain Cyber” chatbot only discusses relevant information it is allowed to speak on (e.g. 
cybersecurity concepts). This was largely handled by the system initialization prompt, which 
addresses any ethical concerns about AI-generated content. We continued to utilize these testing 
methodologies and add new ones to our testing process as necessary. As a whole, it was largely 
driven by requirements for the project, and the importance of delivering a capable product that 
abides by all IEEE and ethical requirements. 

5.6 ACCEPTANCE TESTING 
Acceptance testing was a critical component of our testing process, it allowed us to ensure 

that our solution meets all expectations set by our client. We continued to routinely meet with our 
client to remain aligned with his objectives. We continued to demonstrate to our client what work 
has been done, and what our next steps and plan of action was. We also utilized those experienced 
with cyber security on our team to make sure our solution is secure as part of the non-functional 
requirements. However, all requirements will be demonstrated as met by outlining them 
individually and showcasing how each presents themselves within our project. By demonstrating 
them one by one, we can individually outline how they work and note if any require further 
modification. 

5.7 USER TESTING 
To evaluate whether our design meets user needs, we went through two rounds of usability 

testing with participants drawn from our target audience: students, IT professionals, and 
individuals with general cybersecurity concerns. In the sessions, testing users were given scenarios 

 



that interacted with key features of Ask Captain Cyber, such as submitting a question, reading the 
response, and determining where the answer was vetted. We observed the navigation patterns, task 
completion times, and any confusion during the test. We also collected qualitative feedback 
through brief interviews. Users generally responded positively due to the platform’s simplicity, but 
also highlighted areas for improvement such as clearer labeling of vetted vs AI answers. Based on 
these observations, we changed the interface and content presentation to better align with user 
expectations and usability. 

5.8 SECURITY TESTING 

There are a few technical security tests we have addressed. Considering SQL is used, we 
ensure that input is sanitized and the SQL user has the least amount of privileges needed. OpenAI 
will also be directly querying the database and inputting SQL statements. We made sure these 
inputs are sanitized. We have curated a rigorous system initialization prompt that the LLM will read 
upon every startup, explaining its purpose, abilities, and what it should and should not do. This also 
helps ensure that our solution will remain within legal and ethical guidelines. One of the primary 
security aspects we tested was regarding user input to Ask Captain Cyber. We tested numerous 
prompts to see if our AI Assistant would break its prompt and answer questions it’s not supposed 
to. We also tested asking certain SQL commands to ensure user input is sanitized and no random 
internet user can drop a SQL table. We also tested to ensure the admin dashboard can only be 
accessed by contributors. We tested this manually by changing the user permissions and ensuring 
only contributors can access the dashboard. Finally we also manually checked that only admins can 
add new users. Finally we have logs that we used to see inputs and output which we used to test 
what output a malicious input would respond with.  

5.9 RESULTS 
WordPress constrained our creative freedom and technology stack to a certain extent, and 

it was something we had to work around. We worked around WordPress if it doesn’t affect the 
accessibility and overcomplicate the web page administration. Overall, we did a good job of using 
WordPress plugins to get what we needed, and a Flask middleware server to act as an API 
endpoint. This middleware server made it much smoother to get the usability and functionality 
that we needed. We were able to utilize WordPress plugins and edit them to our needs.  

 
However, the results of our cumulative testing through the aforementioned methods has 

helped us gain a better understanding of what needs to be improved upon, what aspects of our 
project are in a good place, and where our team strengths and weaknesses lay. Much of our testing 
has been qualitative thus far, such as evaluating the UI/UX design of our solution. We have also 
evaluated what other technology we might need to utilize. We also ensure that each change that is 
made is in compliance with all IEEE standards and the requirements from our client. 

 
 
 
 
 
 
 
 

 

 



6  Implementation    
For the middleware, we used a Flask API web server along with an OpenAI API key. The 

Flask middleware server handles all interaction with both users and ambassadors. This server acts 
as an API bridge between the user and the OpenAI API. The flask server will route user questions 
to the OpenAI API and return the response. The Flask server will also handle all interaction with 
the database. Responding and returning questions and answers based on keywords from the user 
input. We decided to go with OpenAI API because it was cheap, fast, and effective. 

 
For the database we decided to create a new database on the WordPress server. This was 

done because we did not want to create an entirely separate database server. We then made two 
tables. One table is a question table. This table has parameters for: questions, answers, category, 
status, tags, created at, and updated at. The status and category are used to organize questions 
better. Categories can be used to group related questions, and status can be used to determine if a 
question is temporary, pending, or answered. Tags can be used for keywords and makes it easier to 
search questions. This gives the ambassadors the ability to organize and sort questions. The 
updated_at parameter is used to see if a question has not been updated in a while, and the answer 
might need to be revised. The other table is a category table that is joined with the questions table. 
The category table holds a list of all the categories and their corresponding IDs. Ambassadors can 
query this table, and use it to filter out questions. 

 
In order to access the database ambassadors must go through our middleware which will 

be talked about in depth later. This design decision was made because we did not want anyone to 
directly query the database, and instead could only use pre-defined API endpoints. This is for 
security reasons along with logging and functionality. 

 
The API endpoints for the ambassador programs include: getting questions by id, getting 

all questions, querying questions based on their status, keywords, or category, return list of 
categories, inserting a question into the database, returning the number of questions, and 
returning all of the categories.. All of these API endpoints can be called by the ambassadors. These 
endpoints should give the ambassadors enough useability to get any information they may need.  

 
There is only one user endpoint which is the chat endpoint. This API takes in no 

authentication and only takes in a user message. At first the middleware will take the user input 
and use OpenAI API to generate a dynamic sql query based on the inputted keywords. The 
middleware will then take that query and query the database. If there is a response, it will send that 
response back to the user, saying it was answered by an expert. If there is no response, it will send 
the input to OpenAI API and have it respond using an Ask Captain Cyber prompt. The middleware 
will then take this response and send it back to the user, ensuring that it clearly states that it was 
generated by AI.  

 
We decided to use OpenAI for the SQL generation because it would be impractical to pull 

out keywords, and dynamically generate SQL statements ourselves. This would require tons of 
pre-defined SQL statements, and tons of error checking. Using AI with a well crafted prompt to 
generate SQL statements makes the most sense. There are security measures in place to ensure 
there are no SQL injection attacks, and that the SQL user used has minimal privileges on the 
database. The sql user can only Insert, Update, and Select.  

 
We decided to not encrypt anything in the database because the database only stores user 

questions, and no sensitive or proprietary information. A final security implementation was only 
allowing the WordPress web server to access the API endpoints. This means someone from the 

 



outside has to go through the web server to access the API. This allows for more security measures 
like firewalls, and makes our API not directly open on the internet. This prevents potential abuse of 
our API by spamming requests. There is also a WAF (Web Application Firewall) on the web server 
itself, to help prevent any malicious input or API abuse. Finally we can also see all user input and 
responses from OpenAI logs, so if there is abuse we can see what is happening and stop it.  

 
For the frontend of the website, we utilized WPCode to implement PHP, HTML, and JS 

code blocks directly into the WordPress site. WPCode is a plugin that allows us to create “snippets” 
that can be easily maintained and worked on without risking configuration errors that come with 
plugin development in WordPress. Our code snippets were rather simple and did not require 
intense setup and object orientation that can come with ReactJS development. This means that we 
can make simple API calls via PHP and the responses are handled and displayed to the users of 
both the chat and vetting dashboard. 

 
For the AI engineering aspect of the implementation, it was important that Ask Captain 

Cyber would respond reliably and without too much variance. The OpenAI API allowed us to 
control these variables through two metrics called Temperature and Top P. Temperature is a metric 
that controls the randomness and creativity of the model’s output. The greater the temperature the 
greater the randomness in the model’s output. Top P is a metric that controls what possible words 
the AI would consider when responding to the user’s query. These possible words are sorted by the 
probability that it matches what the user is expecting in the response. The greater the Top P, the 
lower the set of possible next words it could use in its output. For example, if Top P was set at 0.8, 
it would only consider the top 20% of possible next choice of words to use in the output. Since we 
wanted the output to generally be similar every time the same question was asked, we set the 
temperature to 0.3 and the Top P to 1.0. This ensures that the output will be deterministic and 
allows for the question to be answered very similarly every time the question is asked. 

 
For prompt engineering of the AI Assistant, we iteratively developed a prompt that would 

meet all the requirements for how Ask Captain Cyber should respond to user queries. One of the 
core aspects of the prompt was ensuring that it stayed in character and would not break it, no 
matter what the user prompt is. We rigorously tested the prompt in an attempt to jailbreak it, in 
case a user attempted to do so. We also included sections of the prompt defining the ethics it 
would abide by, including not responding to queries regarding ethical dilemmas, moral debates, 
and/or situations requiring subjective judgement. These types of questions would have Ask 
Captain Cyber refer to resources such as professional ethicists, legal experts, industry guidelines, 
etc. Another important aspect we integrated into the prompt was that it would only respond to 
only cybersecurity or digital literacy related questions so it would stay in scope of our project. This 
also included not going too into detail regarding specific vendor information or proprietary data to 
prevent any legal issues that may arise. The last critical detail is that it would not store any 
sensitive user information or respond to any questions that include Personally Identifiable 
Information (PII)  to abide by strict guidelines regarding PII. 

 
6.1 DESIGN ANALYSIS 

Our middleware effectively retrieves data from the database based on user input. It uses a 
clever technique of asking AI to generate a SQL statement based on user input. It uses a clever and 
tested prompt to achieve this. This helped us solve the solution of retrieving answers from the 
database. At first it was challenging because how would the program be able to generate dynamic 
SQL statements? We figured if we are already using AI to generate responses, we might as well use 
it to generate SQL statements. This works well and we are very happy with the result.  

 
Our middleware has a great modular design with our API endpoints and the Database. It is 

 



very seamless to add a new endpoint for functionality. Our database is also modular meaning it is 
very easy to interact with our Database in the code. This abstracts our database making it easier to 
use and understand. This is really great because if future developers need to add new functionality, 
it would be relatively easy to do. This led to fast and easy to make functionality once everything was 
set up. We also split each endpoint into an /admin endpoint and /user endpoint making it even 
more modular.  
  
 Our database is well structured and has lots of options for sorting and querying user 
questions. This allows for a lot of ways ambassadors can quer questions to get the best results they 
may need. The database is also scalable and allows for the unique challenges of cyber security, 
which is an ever evolving field. Questions can be filtered to see when questions were recently 
updated, which means ambassadors can see when questions might need to be updated. The 
database should reasonably be able to hold 10,000 or more questions, while still being fast and 
efficient.  

 
Another aspect that does work effectively is our prompt engineering of the AI Assistant. 

When testing multiple different questions, the AI Assistant responds correctly according to the 
requirements we set in place. The Assistant follows the prompt as expected, responding to 
questions in an easy-to-understand manner for our beginner users and also includes more technical 
details an enthusiast user would find useful. Responses do not include information about ethics, 
proprietary information, or anything unethical. Ask Captain Cyber will also never break character, 
despite multiple attempts to jailbreak the prompt it is given. 

 
For the backend, it was difficult to create a good algorithm that could match which 

previously vetted answers go best with user inputs. At first we tried to do something called fuzzy 
matching. Fuzzy matching is a technique used to find strings that are similar, but not exactly the 
same. It helps identify potential matches even when there are slight variations. However, this only 
compares the literal strings, not the content itself. This means that if two questions start with 
“What if”, the algorithm would say they are similar, even if the content itself was completely 
different. To get around this we tried to use the OpenAI API to generate SQL queries based on 
keywords from the user input. This does work, but it needs a lot more fine tuning.  

 
The other problem is what happens if a query returns multiple responses. We did not 

figure out a good way to filter out the best response, and instead currently return the first match. 
This still works, but it is just not optimized enough to be used in production. This could have been 
fixed if we knew ahead of time we were going to use this approach. The main problem is we would 
have to do extensive prompt engineering with SQL generation, which we just did not have time for.  

 
Unfortunately, this would be difficult to solve regardless. We would have to create our own 

matching algorithm which would be pretty math heavy and out of our skill set. We mainly hope 
that the generated SQL statement is good enough to get precise questions. This could be something 
a future team could try to implement. It was also difficult to test because we did not have a large 
dataset. We could have filled the database up with lots of questions sooner, so we would be able to 
test how effective this would be with a larger dataset.  

 
The final problem may be that if the database gets large enough, there is no 

implementation to send large amounts of data via the API. This could be implemented in the future 
by using a chunking implementation where you retrieve only a certain number of SQL queries and 
sending data in chunks. However, this feature would be for the long term when the database has 
enough entries to make it worth implementing.  

 

 



 Ask Captain Cyber as a whole does meet our final design requirements. Ask Captain Cyber 
can take a user's question and deliver a response based on whether the database contains the vetted 
question, opting for a verified answer instead of an AI-generated one. Doing this ensures Ask 
Captain Cyber provides not only the educational value we hoped for but also meets the ethical 
principles that will make the product safe for our users. 
 
 Ask Captain Cyber’s UI is intuitive to use for all types of users, ensuring that no matter the 
skill level they are able to navigate the site and ask their cyber questions regardless of their 
technical background. The layout is simplistic and clear to the user enabling them to easily navigate 
the platform, submitting questions and reviewing their answers. Key UI elements were developed 
with accessibility in mind and have made this goal possible. These elements include clear buttons 
and submission boxes the user can easily see to make usage more inclusive. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



7  Ethics and Professional Responsibility 
 From the design phase to the implementation phase, there have not been any substantial 
changes in regards to ethics and professional responsibilities. Our project requirements have 
remained static across both phases, so there have been no changes from new updates to any 
requirements/specifications. We thoroughly discussed and deliberated our ethics, principles, and 
virtues in the planning phase enough to the point that it did not need to come up again during our 
implementation unless something considerably changed. 

7.1 AREAS OF PROFESSIONAL RESPONSIBILITY/CODES OF ETHICS 

Area of Responsibility Definition Relevant Item from 
Code of Ethics 

Interaction 
Professional 
Responsibility 

Public Safety and 
Welfare  

Make sure 
engineering solutions 
do not harm public 
safety or well-being. 

“To hold paramount 
the safety, health, and 
welfare of the public, 
to strive to comply 
with ethical design 
and sustainable 
development 
practices.” [5] 

Our team has 
prioritized safety and 
welfare in our design 
in a couple of ways. 
Safety by making sure 
our site has encrypted 
transactions and does 
not save unnecessary 
user data. Welfare by 
limiting the responses 
of the AI to not give 
harmful information 
to the user.  

Honesty and Integrity  Be truthful and 
transparent in all 
professional 
interactions. 

“To be honest and 
realistic in stating 
claims or estimates 
based on available 
data.” [5] 

We are transparent by 
clearly documenting 
our work and openly 
communicating 
progress and setbacks 
on the project. 

Confidentiality and 
Privacy 

Protect any sensitive 
information.  

“To protect the 
privacy of others.” [5] 

We ensure that all 
confidential project 
data is handled 
securely. 

Conflict of Interest  Avoid taking action in 
situations where 
personal interests 
conflict with 
professional duties. 

“To avoid real or 
perceived conflicts of 
interest whenever 
possible, and to 
disclose them to 
affected parties when 
they do exist.” [5] 

Our team has 
identified and 
mitigated any 
potential conflicts of 
interest, such as 
personal biases. 

Table 5: Area of professional responsibility matrix 

 



Area of Strength: Honesty and Integrity  

Our team performed well in the area of “Honesty and Integrity.” We maintained clear 
communication when it comes to problems within the project. For example if we run into a 
versioning error, we would come together as a team and look for a solution that will work. This 
approach allowed us to stay on the same page and speed up the production process by eliminating 
accidental dead ends related to not communicating change. 

Area for Improvement: Conflict of interest 

An area where our team needed improvement is “Conflicts of Interest.” This is because 
while we made an effort to eliminate obvious conflicts, we didn't come up with a good way to detect 
the smaller conflicts. To improve, we made a clear and concise form for detecting conflicts we may 
have. This form allowed us to cover a broader search area and detect ones that we may have never 
thought about. 

7.2 FOUR PRINCIPLES 

Area Beneficence Nonmaleficence Respect for 
Autonomy 

Justice 

Public health, 
safety, and 
welfare 

Provides 
actionable 
cybersecurity 
advice, seeking to 
stop things like 
scams and 
cyberattacks. 

Incorrect advice 
could be given, 
leading to user 
harm. 

Gives users the 
knowledge to 
make 
cybersecurity 
decisions. 

Ensures access to 
cybersecurity 
guidance for 
underserved, 
vulnerable 
populations. 

Global, 
cultural, and 
social 

Promotes a secure 
global cyberspace 
by raising 
awareness and 
providing a forum 
for cybersecurity 
questions. 

May overlook 
nuances in 
cybersecurity 
practices or advice. 

Fit for diverse 
user needs, by 
providing a 
user-friendly 
interface and 
general to 
complex advice. 

Gives knowledge 
to the general 
public, reducing 
disparities and 
making 
cybersecurity 
resources 
accessible to a 
diverse range of 
people. 

Environmental  Limits resource 
consumption by 
using existing 
Iowa State 
computing power. 

Uses cloud servers 
that may 
contribute to 
emissions. 

Uses a digital 
solution, 
avoiding the 
need for 
additional 
physical 
resources and 
hardware. 

Utilizes shared 
resources to 
minimize 
environmental 
impacts caused 
by resource 
overuse. 

 



Economic A freely accessible 
platform allows 
users to save 
money by 
avoiding scams. 

This could lead to 
unintended 
financial harm if 
the advice is 
incorrect. 

Allows users to 
make 
independent 
financial 
decisions 
through the 
knowledge base. 

Provides free 
access, ensuring 
equal 
opportunity for 
all users to access 
and gain 
cybersecurity 
knowledge. 

Table 6: Four principles matrix 

Important Pair: Public Health, Safety and Welfare - Beneficence  

Our team prioritized public welfare by designing Ask Captain Cyber to help users with 
cybersecurity-related questions. The platform provides practical and vetted advice to reduce the 
chances for the user to fall victim to scams or cybercrimes. This was rigorously tested and vetted to 
ensure an accurate and intelligent response to the user's question. 

Lacking Pair: Environmental - Nonmaleficence 

While we minimized environmental impact, our reliance on cloud servers contributes to 
emissions. This negative is reduced by the more positive aspect of shared resource architecture that 
minimizes physical resource cost. To improve this we looked into partnerships with cloud 
companies that offset their carbon footprint but ultimately decided to maintain our work with ISU 
servers.  

7.3 VIRTUES  

Our team demonstrated several different virtues that fostered an effective and safe team 
environment throughout each semester. These virtues include: 

1. Commitment to quality - Dedication to completing work that meets or exceeds 
expectations. Our team has all contributed to this aspect in numerous ways. This includes 
setting clear standards of what needs to be completed and when, encouraging each other to 
push ourselves and excel, etc. 
 

2. Honesty - Truthfulness, transparency, and straightforwardness are all aspects of being 
honest on a team. Our team consistently promoted maintaining open communication and 
being truthful and transparent about everything group-related. This way, should someone 
not be able to get something done on time, another group member would be able to step 
up and help out instead of the entire group becoming bottlenecked and falling behind. 
 

3. Friendliness - Maintaining a positive and respectful attitude, which thus contributed to an 
enjoyable and collaborative team environment. Friendliness was a very important aspect of 
our group dynamic, as we all needed to get along to be effective in achieving our goals. 
There was no direct way to accomplish this; friendliness is a constant effort of team 
bonding, showing appreciation towards one another, respectfully communicating with each 
other, etc. 

 



In addition to the team virtues we all showed, we each had our own individual virtues 
which contributed to the overall team environment.  

Ethan Comiskey 

 One virtue I believe I have demonstrated in my senior design work is cooperativeness. As 
part of a group project, I believe cooperativeness is not only important but should be the primary 
objective. If a team can function as a unit and can coordinate strengths and divide up the work 
equally, then it is an effective team. I firmly believe there is no team if there is no coordination or 
cooperation. I have demonstrated cooperativeness because I was willing to work with my 
teammates on whatever they needed help with and played to my strengths where my teammates 
were weaker. I also helped the team coordinate with each other as well when there have been 
struggles and miscommunications. 

 One virtue I believe I have improved upon is the virtue of courage. Over the past semester, I 
learned a lot of new technical and soft skills I did not think I would have going into this project. It is 
always important to me to try and branch out of my comfort zone to grow as a person. One thing I 
could have done to improve on demonstrating this virtue is to learn something new which I could 
then apply to this project, such as frontend development. This way, I expanded my skill set and also 
helped my teammates at the same time by adding additional knowledge to the group. 

 

Steven Ragan 

 One virtue I have demonstrated through my senior design work is diligence. Diligence is 
important because it ensures consistent effort and attention to detail throughout the project. This 
ensures that requirements are met and there are minimal oversights. I have shown diligence by 
thoroughly researching AI models to use double checking that needs are met. I also have shown it 
through consistent communication with the team.  

 One virtue I improved upon is the virtue of empathy. Empathy is important to me because 
it is key to understanding user needs while designing a product. I demonstrated empathy by 
producing more user-focused research, ranging from interviews to surveys, to understand better 
how Ask Captain Cyber can address the specific concerns of diverse users. 

Caden Murphy 

One virtue I believe I have demonstrated well is critical thinking. This is an important 
virtue to demonstrate in every line of work, and is highly applicable to our project. Being able to 
formulate a plan, figure out what needs to be done to achieve said plan, and acting upon it amidst 
and blockers is an important life skill. One way I have demonstrated this is by architecting the front 
end layout of our project, taking into account any and all edge cases while meeting the project's 
requirements. 

One virtue I improved upon is consistency. This virtue is important since most things in life 
are not completed by working on them around the clock at the last minute, but by incrementally 
working on them and slowly building upon what you have. I have been demonstrating this virtue 

 



well so far and made progress throughout the semester. One way I did so is by taking time to more 
frequently work on things in smaller time blocks. 

Alexander Kronau 

One virtue I believe I have demonstrated throughout this project is empathy. Empathy is an 
important virtue since collaborative environments rely on the ability of people to be able to 
sympathize with and understand each other. Not everyone is in the same situation, and things may 
unexpectedly pop up. I have demonstrated this being able to change plans, communicate effectively 
with other members and helping others out when it is needed. 

At the start of this, one virtue I thought I could improve upon is patience and I believe I 
have made much progress in that regard. This virtue is important because it is critical that team 
operations are not rushed, people are not pushed to their limit, and we foster a collaborative, 
mutually supportive environment. Still, there can always be room for improvement and one way I 
could improve upon it is by taking into account the dynamic nature of many people's schedules. 

Alex Elsner 

One virtue that I believe that I have demonstrated is foresight. Foresight is an important 
virtue, especially when dealing with longer and more complex projects. This is important to me 
because being able to identify potential future issues and how to deal with them allows me to stay 
ahead of schedule and allows us as a team to adapt to future problems better. The quicker and more 
effective we can identify future problems or solutions, the better the overall product will be. I 
believe I have demonstrated this by identifying future problems and potential solutions for the 
backend and adjusting the backend plans with Casper accordingly. This includes being proactive 
and talking with Douge when we foresee potential issues. This let Casper and I stay ahead and not 
have to revise our code as much as we might have without foresight.  

One virtue that I have improved upon is accountability. Accountability for myself is 
important to me. This means that if I say I am going to work on something I do. This has been a 
struggle for me this semester because I had things I wanted to work on, but had to postpone due to 
other school work. This happened frequently and it led to me not getting as much work done as I 
wanted to. In order to show this virtue, I need to set up a set schedule and follow through with it. 
This goes with having good time management so I can get all my work done on time. I believe 
throughout this project I have stayed accountable and on track for my work. There are still aspects I 
can improve upon such as working more collaboratively with the front end, instead of just the 
backend. I still can be more accountable and it is something I will strive to continuously improve.  

Casper Run 

 One virtue that I believe I have exemplified throughout the project is adaptability. This was 
an important virtue for me because in order to deliver a successful final product we needed to adapt 
to possible change throughout the development process. As we did research, Alex Elsner and I 
attempted to implement some of our research into a practical design. Unfortunately, we needed to 
change course a few times, but we were able to adapt and find new solutions to our problems that 
made the project better. 

 



 One virtue that I have improved upon is directness. This was important because sometimes 
I am not the best at communicating my ideas and what I think needs to be done for the project. 
Before meetings, I prepared a list of things I believed needed to be done and presented it to the 
group. I also informed my team of all decisions I was making throughout the project development, 
so that it doesn’t come as a surprise if something drastic changed throughout the development 
cycle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



8  Conclusions 

8.1 SUMMARY OF PROGRESS 

 Overall, the project we began designing last semester and implemented this semester 
effectively meets the requirements given to us by our advisor. Our team started this project from 
scratch, with the exception of the existing infrastructure we are using to host it. We were able to 
develop the frontend, backend, and middleware necessary to allow our project to fully function as 
expected on Iowa State’s servers. Our design process was very thorough to the point where we did 
not need to change it very much going into the implementation phase of our development. Our 
team’s accomplishments over the course of this project is best described through the different 
aspects of the project we had to develop: The frontend, backend, and the AI Assistant.  

 The frontend was able to consistently call our middleware API and aesthetically present the 
information given. For the users interacting with the chat, they are able to clearly talk with Captain 
Cyber and see their questions populate. They are also able to see when Captain Cyber is “thinking” 
of a response so that they know that their question has been properly sent and is being constructed. 
Once Captain Cyber has thought of its answer, they can see the answer appear in a clean and 
concise way that will be available until they refresh the page. Since we made an effort to not save 
any user information, we had to sacrifice losing previous questions and answers whenever the page 
was left.The vetting dashboard was also rigorously tested and ensured to be able to properly and 
consistently provide a reliable experience in vetting questions. It's proven to be reliable by being 
able to consistently update the database with the edited questions. 

Additionally, much of the development for this project involved the middleware API to 
facilitate user and ambassador input to both the OpenAI API and the database. For the 
ambassadors there is successful authentication and numerous query options for searching 
questions. We are able to dynamically query our database based on user input by leveraging 
OpenAI API to generate queries for this. This ensures the most accurate queries and returns similar 
matching questions. If there are no matching questions in the database, the OpenAI API answers 
the question using our carefully constructed Ask Captain Cyber prompt. This ensures that the user 
is overall getting correct answers, even if it is not expert verified. The user chat experience is 
seamless and acts like an industry-standard chat bot.  

8.2 VALUE PROVIDED 

Ask Captain Cyber perfectly addresses the problems we intended it to solve. Our problem 
statement asserted how cyber-related attacks are becoming more of an issue for the average person, 
and this project helps to solve this problem by helping users understand cybersecurity. Our 
implementation also fits within our broader context regarding economic, environmental, social, 
and safety areas. Ask Captain Cyber addresses safety concerns for users considering it will inform 
users about cybersecurity issues relevant to them, which makes the public safer as a result. Our 
project also addressed social concerns by educating users on cybersecurity, which is a common goal 
across the cybersecurity community. The implementation of our project has been tested and is not 
expected to cause any environmental problems once pushed to production, considering it only 
takes place on existing OpenAI and Iowa State University servers. Thus, environmental impacts will 
be minimized. Finally, our project is completely free for all users across the internet. We did not 
want any users to be restricted from accessing our project as a result of financial concerns. The best 

 



way for users to learn more about topics as crucial as cybersecurity is to make it completely 
accessible and not restrict it behind a paywall. 

First, Ask Captain Cyber educates users on cybersecurity topics and concepts at varying 
technical levels depending on the user’s previous technical experience. It can offer guidance on how 
to protect personal information from cyber threats and what to watch out for. Next, Ask Captain 
Cyber promotes digital literacy to users of the platform. Not only does Ask Captain Cyber inform 
users on existing cyber threats, but can also help users to understand how to use digital tools and 
platforms safely. This will help the average user to navigate through the digital world without 
having to worry as much about cyber threats. In addition, Ask Captain Cyber will provide reputable 
resources in case they want to learn more about certain topics and enhance their understanding of 
cybersecurity. Finally, our implementation achieves our last goal of raising awareness of 
cybersecurity to the average person. Even if our users are not interested in taking the necessary 
steps to enhance their own safety online, Ask Captain Cyber will at the very least increase their 
awareness and potential risks associated with their digital actions. 

 As an example of what Ask Captain will do for the average user if a user asks “What is 
multi-factor authentication (MFA)?” they would get the following response: 

Multi-factor authentication (MFA) is a security process requiring users to provide two or 
more verification factors to access a resource, such as an online account. MFA aims to 
enhance security by requiring multiple forms of verification, making it harder for 
unauthorized users to access a system. 

MFA typically combines different types of authentication factors: 

Something You Know: A password or PIN. 

Something You Have: A physical device like a smartphone, smart card, or hardware 
token. 

Something You Are: Biometric verification, such as fingerprint, facial recognition, or 
voice recognition. 

By requiring more than one factor, MFA reduces the risk of unauthorized access, as even if 
one factor is compromised, an attacker would still need to overcome additional layers of 
security. This makes MFA a critical component in safeguarding sensitive information and 
systems. 

This response provides clear information to the user that answers the question without 
getting the user lost in the details. The details are not too complicated so an ameteur user would be 
able to understand very easily. An enthusiast or expert user could follow up for additional details 
and request a more detailed/technical response if desired. 

8.3 NEXT STEPS 

 While our team built the core components that allow Ask Captain Cyber to fully function 
as required by our design, there is still a lot that could be done or improved upon by future teams. 
There are some improvements that were initially deemed out of scope by our advisor considering 
the time and tools we had to complete our design. One improvement that a future team could work 

 



on is enhancing the frontend, specifically the homepage of Ask Captain Cyber to make it more 
attractive for users. Our advisor had told us that making the frontend appealing was not a priority 
for this semester, but it could be in the future. Making the website more appealing to users would 
lessen the likelihood of user frustration with navigation and using the project. Another suggestion 
would be to implement multifactor authentication to enhance security for the ambassador login 
process. This was something our team did not have time to do while implementing the necessary 
components of the project, but would be a critical feature to add to increase user security. One final 
aspect a future team could work on would be developing a more efficient algorithm to match 
previously vetted answers to new user input. Our algorithm as it is right now does work, but there is 
more work that could be done to make it more effective at answering questions. 

 Considering what our project is, it is unlikely that there would be any follow-up or new 
projects that would utilize Ask Captain Cyber within its larger design sequence. Ask Captain Cyber 
is an AI-powered chatbot that specializes in cybersecurity, which is very unlikely to be a component 
of another project unless it is something much larger scale such as refurbishing Iowa State’s Cyber 
House Rock website. Any subsequent project work related to Ask Captain Cyber will likely be 
adding more features to this project and redesigning the user interface. 
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10 Appendices 

APPENDIX 1 – OPERATION MANUAL 

 

Frontend 
In the WordPress admin dashboard, there will be a “Code Snippets” tab on the left-hand side. Hover 
over it and choose “Code Snippets” to view the code snippets that host the chat and vetting 
dashboard (Figure 1). 

 

 



 

After clicking on the snippet you want to edit/view (Figure 2) you will be brought to a new screen 
where you can edit the code within the snippet. 

 
The snippet must be “Active” in order to run. We found that it must be “Auto Insert” and “Run 
Everywhere” in order to use a custom shortcode, connected with our middleware. There are several 
options under “Location” but “Run Everywhere” was most applicable for our intent in the project. 

 



 
Once on the page you want to insert the Code Snippet, find the “Edit Page” option at the top of the 
screen and click it (Figure 4). 

 
Here is where you will insert the shortcode that we saw in Figure 3. Using a Shortcode block found 
by clicking the blue plus sign in the top left corner, type the shortcode name within a set of 
brackets: [shortcode]. Save the page and view it. You should now see your shortcode running 
(Figure 6)! 

 



 

 

 

 

Backend 

Dashboard Endpoints 
GET: 
/admin/questions/<int:id> 
 Pass in an id and it returns all information about the question 
GET: 
/admin/questions 
 Potential parameters: status, category, search, ca 

How to use: admin/question?status=x&category=x&search=x 
The status, category, and search are all optional and are there to give options. Can 
just use one, two, three or none.  

 If you do just /questions with no parameters it returns all the questions in the DB 
PUT: 
admin/questions/update -update an answer to a question 
 Client needs to pass json values of: new answer, question id, and finally status. 

- Json:  

 



- “id”:xxxx, 
- “status”:”xxxxxx”, 
- “answer’:”xxxxxxx” 

 
Status can be: Pending, Answered, or Temporary.  
GET: 
admin/questions/count 
 Returns number of questions in the db 
POST: 
/admin/questions/insert 
 Post body json: 
  “question”:”xxxxxxx”, 
  “answer”:”xxxxxxxxx”, 
  “status”:”Pending”,” Answered”, or “Temporary”, only pick one 
  “category”:1,2,3,4,5 etc.., if not included it will default to null 
GET: 
/admin/categories  
 Get Request that returns a list of all categories with their ID and name.  

User Endpoint 
POST: 
/user/chat 
 -json post body:  

“message”:”xxxxxx” 
To run the server: 

● Uses FlaskRestAPI.service in the systemd folder 
● Any changes in code you will have to run: systemctl restart FlaskRestAPI.service 
● Server code is located in the /srv/ask_captain_cyber folder 

How ambassadors can view user input and response: 

● Use OpenAI Chat Completion Logs 
● This gives ambassadors all user input and AI output logs 
● Can use this to add questions into the database  

 

APPENDIX 2 – ALTERNATIVE/INITIAL VERSION OF DESIGN 
 There have been very few changes in our version since we began our planning phase in 
semester 1 considering our client/advisor has not changed many specifications since he initially told 
us about our project. At the beginning, we did consider using alternative technologies such as 
Microsoft Copilot for our AI solution, considering it also had an easy to use API. However, we ended 

 



up not taking this route due potential conflicts with WordPress plugins. Since we could not change 
the fact that we had to use WordPress since that is what the website we were given uses, we decided 
to make the change to OpenAI’s API since it would be more compatible.  

 One design aspect that did change was regarding the database structure and how we store 
the questions. Initially, we wanted to use only one table that stored all of the questions, but quickly 
realized that it would be difficult for our AI to sift through the table to answer future questions, 
especially as more questions are asked. Thus, we decided to create more than one table and 
included tags along with the questions to increase the speed at which Ask Captain Cyber would 
respond. 

 Originally, we were intending on having a ReactJS for maximum customization however, we 
found that this was not the most efficient method of development. After further research into how 
WordPress works, we found several plugins that offer frontend customization that can be easily 
implemented into our site. We decided on using WPCode which allows us to create PHP, HTML, JS 
code blocks that can be hosted on our site without having to create our own plugins and files. With 
the freedom of not having to develop custom plugins that come with several deprecation warnings 
and tedious configurations, we were able to focus solely on the functionality and appeal of the 
frontend to offer premium user interaction and experience. We also had originally planned on 
making it a free-standing site, separate from Iowa State. After learning more about the project and 
what was already available to us and what our client was looking for, our design changed to be not 
only themed with the Iowa State palette but to also be worked into the existing Cyber House Rock 
content. as seen below. 

 
Early Prototype of Ask Captain Cyber 

 



 
Final Design of Ask Captain Cyber 

 

 

 

 

 

APPENDIX 3 – OTHER CONSIDERATIONS 

 From this project, each team member went into the project with our own skill sets, virtues, 
and beliefs about how we thought this project would turn out. Since there were multiple aspects of 
this project, we each got to work on different components which aligned with our skill sets. What 
we did not anticipate was the level of interconnectedness each component would need to have with 
the others. If there was one thing we all learned from this project, it was how to connect all of the 
differently created components together to create a functioning final product. We all also learned 
what it takes to work as a team on a long term project, which none of us have done before to this 

 



extent. Working together over the course of thirty two weeks has had its ups and downs, twists and 
turns, and pushed us all to become overall better individuals. 

 

  

 



APPENDIX 4 - EMPATHY MAPS 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



APPENDIX 5 – ASK CAPTAIN CYBER CODE  

GitHub repository hyperlink: SDMAY25-07 Github 

Chat Script  

 

 

 

 

 

 

 

 

https://git.ece.iastate.edu/sd/sdmay25-07


Flask RestAPI Code 

App.py 

 

 

 

 

 

 



Models.py 

 

 

 

 

 

 

 

 

 

 



Admin_routes.py 

 

 

 



User_routes.py 

 

 

 

 



APPENDIX 6 – TEAM 

Team Members 

Alex Elsner - Cybersecurity Engineering Undergraduate 

Alex Kronau - Computer Engineering Undergraduate 

Caden Murphy - Computer Engineering Undergraduate 

Casper Run - Cybersecurity Engineering Undergraduate 

Ethan Comiskey - Cybersecurity Engineering Undergraduate 

Steven Ragan - Cybersecurity Engineering Undergraduate 

Required Skill Sets for Your Project 

Software architecture. Teamwork. Programming practices. Cybersecurity principles. 

Skill Sets covered by the Team 

Alex Elsner - Software architecture. Teamwork. Programming practices. Cybersecurity principles. 

Alex Kronau - Software architecture. Teamwork. Programming practices. Cybersecurity principles. 

Caden Murphy - Software architecture. Teamwork. Programming practices. Cybersecurity 
principles. 

Casper Run - Software architecture. Teamwork. Programming practices. Cybersecurity principles. 

Ethan Comiskey - Software architecture. Teamwork. Programming practices. Cybersecurity 
principles. 

Steven Ragan - Software architecture. Teamwork. Programming practices. Cybersecurity principles. 

Project Management Style Adopted by the team 

Our project management style is a combination of agile and waterfall. Our style is very 
similar to agile in that we prioritize flexibility, constant collaboration with each other, and breaking 
down our project into iterative tasks that will be completed step by step. We also need to be able to 
change our project if any changes are required by our advisor, adding to the flexibility of the project. 
Our style is different because we cannot meet as consistently as we should for a proper agile 
management style since we only meet once a week with each other and monthly/as needed with 
our advisor. 

Individual Project Management Roles 

Alex Elsner - Backend Developer 

Alex Kronau - Full Stack Developer 

Caden Murphy - Frontend Developer 

 



Casper Run - Cybersecurity/WordPress Developer 

Ethan Comiskey - Cybersecurity Developer/Manager 

Steven Ragan - Cybersecurity/AI Developer 

Team Contract 

Team Name sdmay25-07 
 
Team Members: 
1) Ethan Comiskey     2) Steven Ragan 
3) Alexander Kronau     4) Casper Run 
5) Caden Murphy     6) Alex Elsner 
 
Team Procedures 

 
The team meeting format will be once a week minimum, face-to-face, depending on the 

availability of team members. The team has a discord group chat to use for communication for 
updates, reminders, issues, general discussion, etc. This will be the primary method of 
communication for the entire team. For decisions, a majority vote will be the team's decision. 
Considering there are six team members, if there is a split vote then we will take the decision to 
Doug Jacobson, our project adviser. Record keeping will be done each meeting in a google doc. 
There will be a rotation of who has to take notes during each meeting. They will be shared via 
Google Docs which each team member has access to.  
 
Participation Expectations 

 
Each team member is expected to make their best effort to attend meetings. If a team 

member is late then it must be communicated to the team. Should availability not work out, times 
will be chosen that benefit the majority of team members each week. Each team member must 
contribute in some way at meetings (i.e. speaking, record keeping, working on 
assignments/documents, etc). Responsibility for team assignments is assigned when we get them, 
all distributed equally across the team. These assignments will be completed on time. If there is a 
delay in completing these assignments on time, communication to get help from other teammates 
is expected. Communication with other team members is expected as needed or to give updates on 
certain assignments. Each team member must have a say in decisions and ensure they are 
committed to completing their tasks on time. 
 
Leadership 

 
There will be no direct leader of the group, each team member will have an equal say, and 

team members will keep each other on track. Should one team member fall behind, it falls on all 
the other team members to ensure that each team member catches back up. Each team member is 
responsible for their own assignments. Each team member can and should also support other team 
members when possible and needed, such as when team members are falling behind. This will 
ensure the project will be completed on time. Positive reinforcement will be used to support team 
members when completing assignments. At each meeting we will go over what we have done since 
the last, which will be the time in which we recognize the contributions of team members. 
 
Collaboration and Inclusion 
 

 



Casper Run: 
1. Besides the typical classwork in my degree program, I have had several internship 

experiences in cybersecurity and IT industries. At UL Solutions, I created training material 
for exploiting web vulnerabilities and consumer IoT devices. I also got to work with several 
industry security standards, which made me familiar with typical product security. My IT 
experience involved installing new equipment, documenting, and providing ideas to help 
improve a ticketing system. 

2. I make sure to hear everyone out when they present ideas. A big thing I like to do is provide 
honest feedback and a way to improve an idea if needed. 

3. If teammates have issues making deadlines for a valid reason, I am usually very 
understanding and attempt to make a workaround. Otherwise, I expect everyone, including 
myself, to look at everything on a case-by-case basis. 
 

Ethan Comiskey 
1. I have two internship experiences at Wells Fargo in Cybersecurity as well as an IT 

apprenticeship at Ruan Transportation Management Systems. I have some experience in 
non-technical areas like risk management, data loss prevention/policy, writing 
documentation, etc. I also have knowledge of technical areas such as coding (Java, Python, 
C), cybersecurity concepts and tools, certifications (CompTIA Security+ & Microsoft Azure 
Fundamentals). 

2. I will make sure to listen to all team members about their ideas and contributions in team 
meetings/external communications to ensure everyone feels heard. This should create 
mutual respect between myself and other team members. 

3. If a team member has issues throughout the semester, I will make sure to try to talk to 
them one on one to get them back on track. Otherwise, I will have to escalate it to the team 
and then potentially to Doug Jacobson. 
 

Alex Elsner 
1. I have internship experience working in cybersecurity at Sargento. This includes cyber 

analysis, email security, and various parts of the network. I have previous backend 
development with cybersecurity in mind using Python, Java Script, and Java. I am also 
currently writing material for cybersecurity ambassadors for ISU.  

2. In order to encourage and support team communications I will make sure to frequently 
communicate with teammates on discord and always be open to talking or new ideas 

3. In order to resolve collaboration issues we can do a team meeting or reach out to those who 
are having issues to resolve it respectfully and gracefully. It will be best to take a balanced 
approach so both sides work together and compromise.  
 

Alexander Kronau 
1. I have multiple internship experiences in IT and Project Management, with knowledge of 

multiple programming languages and computer networking concepts - knowledge which 
can be leveraged across multiple aspects of our project.  

2. To help facilitate teamwork and significant individual contributions we will make sure to 
explicitly outline our expectations and maintain consistent communication.  

3. If there are collaboration issues, we can bring them up in the team meeting or reach out to 
the individual on our selected communications applications to help resolve the issue. 

 
Caden Murphy 

1. I have internship experience in developing scripts for the Quality Assurance department of 
the Options Clearing Corporation (OCC) which is heavily regulated and fundamental to the 
options market and overall economy. Proficient in multiple programming languages such as 

 



Java, Javascript, C, and Python. I have built many frontend aspects of both apps and 
websites. 

2. In order to encourage and support team contributions, I will be sure to openly 
communicate when a team member does well and remain open-minded to all ideas. 

3. To resolve any issues, I will make clear communications to voice my opinions. If asked to 
resolve an issue that is obstructing another member I will take into consideration and do 
my best to fix the problem at hand.  
 

Steven Ragan  
1. I have experience with many cybersecurity aspects, focusing on penetration testing. I also 

have experience with development cycles. Lastly, I have experience with multiple coding 
languages, from Java to C++.  

2. I will make sure to openly communicate with the team and listen to conflicting views in 
order to maintain a friendly and productive environment.  

3. To resolve any team issue, I’ll make sure to provide an unbiased view to see both sides to 
understand the conflict. Once I am able to understand the conflict, I will provide a solution 
that either benefits the team or lets both parties win. 

 
 
Goal-Setting, Planning, and Execution 
 

The primary goal for this semester was to create a functional prototype of Ask Captain 
Cyber. It does not need to be the final design or have very functional code, but the skeleton should 
exist. Assigning individual and team work will be as needed equally across the entire team. Work 
for multiple members will be assigned to the appropriate team members based on their primary 
focus on the team (i.e. backend/frontend work, AI-focused). Each team member has another 
member with their focus, this way, no member will have to work alone on a task and each can keep 
the other on task to ensure it gets completed. 
 
Consequences for Not Adhering to Team Contract 
 

Infractions of this team contract will result in a team discussion regarding serious 
misconduct/not being a good team member. If these infractions continue, it will be brought up with 
our adviser, Doug Jacobson. 
 
*************************************************************************** 
a) I participated in formulating the standards, roles, and procedures as stated in this contract. 
b) I understand that I am obligated to abide by these terms and conditions. 
c) I understand that if I do not abide by these terms and conditions, I will suffer the 
consequences as stated in this contract. 
 
1) Ethan Comiskey      DATE 9/17/24 
2) Steven Ragan       DATE 9/17/24 
3) Alexander Kronau      DATE 9/17/24 
4) Casper Run       DATE 9/17/24 
5) Caden Murphy      DATE 9/17/24 
6) Alex Elsner       DATE 9/17/24 
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